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"Eva Avavoopotikd Ynooerypo Aop0mong Aa0dv yio tnv EAAnviki} Owkovopio

Hepiinyn

Ta poviéda Alovoopotikng AvtomaAvopounong omoteAobv éva amd To 7o
ONUOVTIKA EPYOAELD LOKPOOIKOVOUIKNG KO VOUIGLOTIKNAG TOMTIKNG, T OTTO10 TOPOVG1ALovV
N JSPoviKY] SuVOIKN oxéor petash Tov dpopmv petapfintov. o v extiunon g
ALVOGLOTIKNG AVTOTOAIVOPOUNONG YPNOYLOTOIOVUE GTOLXEID TOV KOAVTTOVV TNV TTEPTI0O0
amd 10 TPMOTO TPiuNvo Tov 2000 péEypt Kon to devTePo Tpipumvo tov 2017. Kopla myn tov
dedopévaov elvar 1 EAAnvic Zratiotikn Apyn kaw o OOZA. Kdmoteg petofAntég mov nrov
dwbéoiueg e unviaio cuYVOTNTO HETATPATTNKAY G Tpuviaio Aappdvovtag to p€co 6po Tov
TPWVOL. TN cLvEYEW TTpaypotomomOnke emoykn 010pOwon TV petafAnTov, yio 00eg
petofAntég dev Nrav emoyikd dopbwpéveg, pe ypnon tov eidtpoo TRAMO/SEATS. To
cVuvorlo TV dedopévev meptiapPaver to mpaypatikd AEIL 10 mocootd avepyiog, tov
EVOPUOVIGUEVO JEIKTN TILAOV KATAVOAMTY, TO 160{0Y10 TPEYOVGAOV GUVIALAYDV ®G TPOG TO
AEII, 10 Ady0 tov eaywymv o¢ tpog 1o AEIL, tov amominbwpiot) tov AEIL v anddoon
tov 10et00¢ opoAdyov TOL dMpociov, Tig TWég meTperaiov Kot 0 mpaypatikd AEIT g
Evpaoldvng.

ZVYKEKPYEVO, EKTILAOVTAL 0VO0 VTOSEIYHATO. ZTO TPMOTO LILOSELYLLA YPTCULOTOLOVVTOL
téooeplg evooyeveig petaPintés (mpaypotikd AEIL mocootd avepyiog, €voplOVIGUEVOG
OelkTNG TGOV KOTOVOA®T Kot 16000710 TpEXOVCOV GLVOALAY®V ®¢ Tpog To AEIT) kot dvo
eEwyevelg (Tinég metperaiov ko mpaypatikd AEIT g Evpolodvng). To debtepo vmoddetypa
nepapfPdvel mévte evdoyevelg petafantéc ko ocvykekppuéva to mpaypoatikd AEIL, 1o
T0G0GTO avepyiag, Tov anomAndwpiot tov AEIL, v amddoon tov 10€T00¢ opoAdyov ToL
onpociov kat to Adyo twv eEaymydv wg mpog to AEIL

O 0woT1dg TPOGIOPIGUAC TOV VTOSEYLATOV oTNpileTon 6TV £VVOLd TNG CTOTIGTIKNG
EMAPKELNG, COLPOVO [LE TNV OTOI TAL GTOTIOTIKA oTotyEinr vrootnpilovv Tig VTOBEsELS TOV
npovmotedelévon poviédov Atavoopatikng Avtomaivopounonc. H otatiotikn emdpxeia
evog povtédov givar LoTikNg onNUaciog Yo TNV €YKLpOTNTO TOV ATOTEAECUAT®V YiaTi, oV To
ototyeia mov e€etdlovral dev vrooPilovy TiIg VITOBECELS TOV HOVTELOL TTOL XPNGLOTOLE T,
TOTE OMOLONMOTE CLUTMEPAGUATO TOAVAOS Vo elvanl mapamiovntikd. AxoAovOdvtag ™
poviépva BipAoypagio. otnv OlKoVOUETpia, YPNOYLOTOOVVTOL U0, GEPE omd eAEYYOVG
GTOTIOTIKNG EMAPKELNG Y10 KOVOVIKOTNTO, YPOUUIKOTNTO, OLOCKESOGTIKOTNTO, GTAGILOTNTO

KOl Un YPOUIKY CLGYETION. G €K TOVTOV, TO VROJEIYUATO OTOTEAOVVTOL OO YPOVIKES

1



VOTEPNOES Kot ypovikn Ttdhom. I[loapdAinio, péco oTO TAOUGIOL TOV GLYKEKPIUEVOV
vrodetypdtov deEdyetor avaivon Granger Causality, n onoia emiPeformdvet ) Ppoyvypdvia
oY£0M OV GLVOEEL TIC LETOPANTEC.

Ta vmodetypoto A0vVUGHOTIKNG AVTOTOAIVOPOUNGONG OGS TEPLYPAPOLY UOVO TN
Bpoayvypovia oyéon tov petafintov. H pakpoypovia copmepipopd tov petafAntaov divetal
amd to SvuopaTika vrodsiyuata 010pbwong Aabdv (Vector Error Correction Model-
VECM), ta omoia €yovv ®g amapaitntn tpobmdOeon v dmapén cuvorokAnpwonc. ‘Etot,
yivetor €ieyyog ywo v Vmapén cvvorokAnpwong akoAovBmvtag tn pebodoroyio twv
Johansen xou Juselius (1990,1992). Ta amoterécpato deiyvouv OTL oTOL LWOdELYpHOTO
VILAPYOVV GYEGEIS GUVOAOKANPMOOTG, Ol OTOIEG EMTPEMOVY TV EKTIUNGT TOL VIOJEIYLATOG
dwpbwong Aabov. IMoapdAinio, péco oto TAAIGIL TOV OSLAVUGUOTIKOD VITOJELYLOTOG
d1opbmong Labdv Tpaypatoroteitan kot avaivon dakduaveng (Variance Decomposition).

To Bacwdtepo otoryeio mov yapaktmpilet Ta dovvopatikd vrodetypota dtopOwong
AoBav givar n mpoPArentikry ToLg WKOvOTNTA. AKOAovOdvTiag TN Prfroypaeia, yiveton
EKTIUNON TOV KAOE VTOSELYLOTOC KO GTY GUVEXELN AVOAVETOL 1) TPOPAETTIKY TOV IKOVOTNTA
deEdryovtag duvapukn TpoPieym eviog (2000:1-2014:4) kot extoc (2015:1-2016:4) detypatoc.
Ta anoteréopata deiyvouv OTL 1) TPOPAETTIKY IKOVOTNTA TOV HOVTEAWDV Evot TOAD KoAY|, Kot

GUVETAG TA LOVTEAQ QLT OTOTEAOVY AVOUOIGPNTNTO TOAD YPT|CLUL0 EPpYOAEiaL.



1. Introduction

Numerous studies of macroeconomic time-series data suggest a need for careful
specification of the model’s multivariate stochastic structure. Following the classic work of
Nelson and Plosser (1982), many studies have demonstrated that macroeconomic time series
data likely include components generated by permanent (or at least highly persistent) shocks.
Yet, economic theory suggests that at least some subsets of economic variables do not drift
through time independently of each other; ultimately, some combination of the variables in
these subsets, perhaps nonlinear, reverts to the mean of a stable stochastic process. Granger
(1981) defined variables whose individual data generating processes are well-described as
being driven by permanent shocks as integrated of order 1, or I1(1), and defined those subsets
of variables for which there exist combinations (linear or nonlinear) that are well described as
being driven by a data generating process subject to only transitory shocks as cointegrated.

Many cointegration studies have shown that some individually I(1) variables—
including real money balances, real income, inflation, and nominal interest rates—may be
combined in linear relationships that are stationary, or 1(0). Evidence on the stationarity of
linear money demand relations has been presented by Hoffman and Rasche (1991), Johansen
and Juselius (1990), Baba, Hendry, and Starr (1992), Stock and Watson (1993), Hoffman and
Rasche (1996a), Crowder, Hoffman and Rasche (1999) and Lucas (1994), among others.
Evidence in favor of an equation that links the income velocity of money to nominal interest
rates, in several countries, is presented by Hoffman, Rasche and Tieslau (1995). Mishkin
(1992), Crowder and Hoffman (1996) and Crowder, Hoffman and Rasche (1999) present
evidence of a Fisher equation, and Campbell and Shiller (1987, 1988) have examined
cointegration among yields on assets with different terms to maturity.

Anderson, Hoffman and Rasche (2002) estimate a VECM model for the US that
includes six variables — real GDP, the GDP deflator, the CPI, M1, the federal funds rate, and
the constant-maturity yield on 10-year Treasury securities — and four cointegrating vectors.
Their forecasts from the model for the 1990s compare favorably to alternatives, including
those made by government agencies and private forecasters. Christofidis, Kourtellos and
Stylianou (2004) estimate a four variable VAR as well as a VECM model for the Cyprus
economy using nominal gross domestic product, total liquidity (M2), the average deposit rate,
and the consumer price index. The VECM estimation is extremely significant, since it not
only provides useful information on the long run equilibrium relationship of the variables but,

in addition, is the basis for forecasting analysis.



Our study describes an application of VECM maodels to the forecasting of important
Greek macroeconomic variables in the following quarters. We use quarterly data for the HICP,
the unemployment rate, the real GDP, the GDP deflator, the current account to GDP ratio, the
exports to GDP ratio and the 10-years government bond. An out-of-sample assessment shows
that the quality of the forecasts supplied by this model is satisfactory.

Our paper is organized as follows. Section 2 describes the VECM models as well as
the associated estimation and forecasting methods. Section 3 presents the data used in our
study and examines the forecasting performance of VECM models tested on their sample base

and on an out-of-sample basis.

2. Vector Autoregressive models and Cointegration Analysis
2.1. Vector Autoregressive models

The Vector Autoregressive model (VAR) was popularized by Sims (1980) as a model
which disregards the theoretical restrictions of simultaneous equation, or structural, models.
The model is formed by using characteristics of our data; therefore there are no restrictions
that are based on economic theory. However, economic theory still has an importance for
VAR modeling when it comes to the selection of variables. According to Sims there should
not be any distinction between endogenous and exogenous variables when there is true
simultaneity among a set of variables. The VAR model can be seen as a generalization of the
univariate autoregressive model and is used to capture the linear interdependencies in multiple
time series. Its purpose is to describe the evolution of a set of k endogenous variables based
on their own lags and the lags of the other variables in the model.

Regarding the assumptions of the VAR model, there are not many that need to be
considered. This is because the VAR model lets the data determine the model and uses no or
little theoretical information about the relationships between the variables. Except for the
assumption of white noise disturbance terms, it is beneficial to assume that all the variables in
the VAR model are stationary, to avoid spurious relationships and other undesirable effects.
If the variables are not stationary, they have to be transformed into stationarity by taking

differences. A standard k variables VAR model of order p has the following form:

P
Yi :ﬁo +2Ayt—i +BX, +y,
i=1



where y, € R“ is the kx1 vector of the I(1) endogenous variables. X is a vector of
deterministic variables which might include a trend and dummies, £, € R* is a vector of

intercepts, A isa kxk coefficient matrix, B is a coefficient matrix, and u, € R* is a vector

of innovations.

The selection of the final VAR for every combination of variables is based on the
criterion of statistical adequacy. A model is said to be statistically adequate if all the
underlying assumptions of the model are supported by the data. This is crucial because, if our
model is statistically adequate, we are able to support statistically hypothesis testing,
forecasting, causality tests, etc. More precisely, we may test for normality, for static and
dynamic heteroskedasticity, for serial correlation, for non linearity, for omitted variables, as
well as stability. An important issue in model specification is also model parameter stability.

Often structural breaks characterize macroeconomic variables over a long period of time.

2.2. Cointegration Analysis and Vector Error Correction Model

Economic theory often suggests that certain groups of economic variables should be
linked by a long-run equilibrium relationship. Although the variables may drift away from
equilibrium for a while, economic forces may be expected to act so as to restore equilibrium.
Variables which are I(1) tend to diverge as n—oo because their unconditional variances are
proportional to the sample size. Thus it might seem that such variables could never be
expected to obey any sort of long-run equilibrium relationship. But, in fact, it is possible for
a group of variables to be I(1) and yet for certain linear combinations of those variables to be
1(0). If that is the case, the variables are said to be cointegrated. If a group of variables is
cointegrated, they must obey an equilibrium relationship in the long run, although they may
diverge substantially from equilibrium in the short run.

A vector error correction model (VECM) is a restricted VAR model in differences.
The VECM specification restricts the long-run behavior of the endogenous variables to
converge to their long-run equilibrium relationships, while allowing for short-run dynamics
(see, for example, Engle and Granger (1987). This is done by including an error correction
mechanism (ECM) in the model, which has proven to be very useful when it comes to
modeling non-stationary time series. The VECM formulation of the corresponding VAR
representation can be written as:

p-1
Ay, = ﬂo + Zri Yei +1I1y, , + th + U,

i=1



The Iy, , is the error correction term and the kxr matrix /7 shows how the system reacts to
deviations from the long-run equilibrium. The short-run dynamics are ruled by T",. When r is

zero then a process in differences is appropriate and when r =k then in levels. For 0 <r <k
there exists an ECM that pushes back deviations from the long-run equilibrium (characterized
by the co-integrating relations). For a solid review of the VECM, see, for example, Johansen
(1988, 1991, 1995).

We may test for cointegration in the context of a system of equations. Johansen and
Juselius (1990, 1992) propose a test of this type, which is based on canonical correlations,
using a Likelihood Ratio Test. The application of this test requires the inclusion of exogenous
variables, e.g., an intercept and trend in the long-run relationship and a linear trend in the
short-run relationship. In addition, Johansen, Mosconi and Nielsen (2000) as well as Hungnes
(2005) consider the presence of dummies in the cointegration relationship when the variables
are affected by a number of breaks.

After finding evidence supporting the existence of a cointegrating relationship among
the examined variables, someone may estimate a VECM. As mentioned before, a VEC Model
is a restricted VAR which has cointegration relations built into the specification so that it
restricts the long-run behaviour of the endogenous variables to converge to their cointegrating
relationships while allowing for short-run adjustment dynamics. The cointegration term is
known as the correction term since the deviation from long-run equilibrium is corrected
gradually through a series of partial short-run adjustments.

In the context of the VECM estimation, Pairwise Granger Causality Tests and Impulse
Response Function analysis can be used for economic policy evaluation (see, e.g. Sims, 1980).

The Impulse Response Function is the path followed by y, as it returns to equilibrium when
we shock the system by changing one of the innovations (u, ) for one period and then returning

it to zero.

Another way of characterizing the dynamic behaviour of a VAR system is through
Forecast Error Variance Decomposition, which separates the variation in an endogenous
variable into the component shocks to the VAR. If, for example, shocks to one variable fail to
explain the forecast error variances of another variable (at all horizons), the second variable
is said to be exogenous with respect to the first one. The other extreme case is if the shocks to
one variable explain all forecast variance of the second variable at all horizons, so that the

second variable is entirely endogenous with respect to the first.



Since cointegration is present, it is extremely significant to model the short-run
adjustement structure, i.e the feedbacks to deviations from the long run relations, because it
can reveal information on the underlying economic structure. Modeling the feedback
mechanisms in cointegrated VAR models is typically done by testing the significance of the
feedback coefficients. These tests are called weak exogeneity tests, because certain sets of
zero restrictions imply long run weak exogeneity with respect to the cointegrating parameters.
The concept of weak exogeneity was defined by Engle, Hendry and Richard (1983) and is
closely related to testing the feedback coefficients. If all but one variable in a system are
weakly exogenous, then efficient inference about the cointegration parameters can be
conducted in a single equation framework. Choosing valid weak exogeneity restrictions is of
major importance, because policy implications are sometimes based on the short-run
adjustment structure. According to Johansen (1995), there is a Likelihood Ratio Test that may
be used to test weak exogeneity.

The VECM presents not only the long-run relationship of the variables, but it has an
additional significant advantage: forecasting. According to Anderson, Hoffman and Rasche
(2002) we may perform a “two-stage technique”, where we estimate an economic relation
using the technique of a VECM and, on a second stage, we assess the quality of forecast
outcome. Thus, in the context of stochastic simulation analysis we apply dynamic forecasts
(multi-step forecasts) using a large number of iterations within and out of the time bounds of
the observations of the sample. After forecasting, we assess how far the estimated model has
approximated the real-historical values. The closer the forecasts are to the real values, the
better the forecasting power of the VECM considered. The algorithm used for the
implementation of iterations is the well-known Gauss-Seidel, which works by evaluating each
equation in the order that it appears in the model, and uses the new value of the left-hand

variable in an equation as the value of that variable when it appears in any later equation.

3. Empirical analysis
3.1. Data

Our data set covers the period from the first quarter of 2000 until the second quarter
of 2017. All series were downloaded from Eurostat and OECD databases. Some variables that
published monthly have been converted to quarterly frequency by taking the average of the
corresponding quarter. Our data set includes the real GDP, the unemployment rate, the

harmonized index of consumer prices, the current account to GDP ratio, the exports to GDP



ratio, the GDP deflator, the 10-years government bond, the oil price and the real GDP of euro
area.

All the series, except for the harmonized index of consumer prices, the current account
to GDP ratio and the oil price, were seasonally adjusted. So, using the TRAMO/SEATS filter
we proceed to seasonal adjustment of these series. Table 1 presents briefly the descriptive
statistics for those variables, while Figure 1, Figure 2 and Figure 3 presents the level, the level

in logarithms and the first difference graph respectively.

Table 1: Descriptive Statistics

Mean Median Maximum Minimum Std. Dev.
Real GDP 52.912,24 51.941,83 63.333,13 45.479,00 6.076,97
Real GDP EURO 2.350.879,00 2.391.911,00 2.570.921,00 2.099.097,00 120.694,10
Unemp|oyment rate 15,21 10,78 27,83 7,53 7,17
(%)
HICP 90,89 94,08 103,74 70,12 10,86
Deflator 91,29 94,94 101,82 74,30 8,47
Oil Prices 64,56 58,62 122,46 19,35 31,84
GB10Y (%) 7,60 5,60 25,40 3,41 4,93
Current Account to -0,08 -0,08 0,01 -0,16 0,05
GDP (%)
Exports to GDP (%) 24,60 23,25 34,33 18,33 4,76

Figures 1 and 2 suggest that most series have a trend, whereas the presence of
structural breaks is also obvious. It is crucial to incorporate the structural breaks using
dummies in the VAR model, since they affect their short run as well their long-run
relationship. At first glance, it seems that the real GDP, the unemployment rate, the real GDP
of euro area, the ten year government bond and the oil price have a structural break in 2008.
The harmonized index of consumer prices and the current account to GDP ratio have a
structural break in 2010. The influence of the structural break is more obvious in Figure 3,

where the series are presented in first differences.



Figure 1: level presentation of the variables
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Figure 3: first difference presentation of the variables
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3.2. Estimation of the model

3.2.1 Vector Autoregressive Model results

The estimation of a VAR model requires testing the stability of the series, beginning

with unit root tests because, when the series under investigation are not stable, then the

estimated results are not valid (spurious regression). After testing for the existence of a unit

root in the series in the context of exogenous as well as endogenous breaks, we find that all

variables have a unit root.

Table 2: VAR Lag Order Selection Criteria

Model 1

Endogenous variables: LOG(Y) LOG(HICP) LOG(UN) CAY
Exogenous variables: C D(LOG(OILP)) D(LOG(Y_EURO)) @TREND

Lag LogL LR FPE AlC SC HQ
0 471,6403 NA 1,19E-11 -13,80728 -13,27646 -13,59753
1 832,709 634,6055 3,42E-16 -24,26391 -23.20226* -23,8444
2 862,9771  49.52954*  2.25e-16*  -24.69627* -23,1038 -24.06701*
3 875,9481  19,65314 2,52E-16 -24,60449 -22,48119 -23,76547
4 893,2845 24,1659 2,52E-16 -24,64499 -21,99086 -23,59621
Model 2
Endogenous variables: LOG(Y) LOG(P) LOG(GB10Y) LOG(UN) LOG(XY)
Exogenous variables: C @TREND
Lag LogL LR FPE AIC sC HQ
0 344,1152 NA 2,76E-11 -10,1247 -9,792938 -9,993608
1 738,3555  704,8537 3,83E-16 -21,3138 -20.15262*  -20,85496
2 774,2691  58.76771*  2.80e-16* -21.64452*  -19,65392 -20.85794*
3 788,7272  21,46818 4,00E-16 -21,32507 -18,50506 -20,21075
4 804,9116  21,57924 5,62E-16 -21,05793 -17,4085 -19,61587

* indicates lag order selected by the criterion

LR: sequential modified LR test statistic (each test at 5% level), FPE: Final prediction error
AIC: Akaike information criterion, SC: Schwarz information criterion, HQ: Hannan-Quinn information

criterion

So, we examine the short-run relationship among the series, through the estimation of

alternative VAR models over the whole sample period. Specifically, we estimate VAR models

using two sets of variables. First, we use as endogenous variables the real GDP, the HICP, the

unemployment rate and the current account to GDP ratio. Moreover, we use the real GDP of

Eurozone and the oil prices as exogenous variables. The endogenous variables, except for the
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current account, are in logarithms and the exogenous variables are in first differences of their

logarithms. The specification of model 1 follows:

2 2 2 2
Ye = Hy + ﬂyt + Z'Byyl Yeui + Zﬂg. Pei Zﬂuy,iut—i + Z/ch,icayt i ﬂo%IAOII ﬂ eum
i=1 i=1 i=1 i=1
2 2 2 2
Po= ly + At D BIY i+ DL B P+ L Bl T D Bheay, s + BhAoil + BRAYM +
i=1 i=1 i=1 i=1
+/1 t+zﬂylyt i +Zﬁplpt =i +zﬂu |ut i +Zﬂ0|cayt i +180|IA0|I +ﬂyeAyeum

2
Cayt /uca +ﬂ“ t+2ﬂy|yt —i +Zﬁp|pt i z ut—i +Zﬂ:?cayt—i + mlAOII +ﬂCBA EUI’O t
i=1

In the second set, we use the real GDP, the GDP deflator, the unemployment rate, the
ten year government bond of Greece and the exports to GDP ratio. All variables are in

logarithms. So, model 2 takes the following form:

2 2 2 2 2
yt = /uy + ﬂ’yt + Zﬂ;iyt—i +Zﬁg,i pt—i +Zﬁuy,iut—i +Z gyb,igbt—i + Z ex, |eth i + ‘9
i=1 i=1 i=1 i=1 i=1
2 2 2 2
pt ::up+/1pt+2ﬂyp,iyt—i+2ﬁ§,i pt—i+2ﬂup,iut—i+z gblgbt +Z eX|eth |+g
i=1 i=1 i=1 i=1
2 2 2 2 2
= p, + A+ Zﬂ;. Yii t Zﬂ:. P Zﬂlﬁiut—i + Zﬂ;b,igbt—i + Zﬂeli(,iexyt—i +&
i=1 i=1 i=1 i=1 i=1
gb Hgb+lgbt+2ﬁy|yt|+2ﬂplptl Z gbut|+2ﬂgb|g Z eX|eth|+g

2
exyt:/uex—i_ﬂ“ext_'_Zﬁylyt|+Zﬁp|pt| z ut|+2ﬁgb|gbt +Z e><|exyt|+g
i=1

In order to test the statistical adequacy assumption, for the two sets of variables, we
employ a series of misspecification tests which can be found in Table 2. In light of the tests
undertaken, the VAR model includes two lags, a constant and a trend for both set of variables.
The corresponding estimated VAR models are presented in tables 3.1 and 3.2.

According to the estimation results, it is obvious that our variables are connected with
a short-run relationship. Tables 3.1 and 3.2 suggest that there is a strong positive relationship
between variables and their first lagged value except for the current account to GDP ratio in

model 1.
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Table 3.1: Vector Autoregression Estimates of Model 1

LOG(Y) LOG(HICP) LOG(UN)  CAY
LOG(Y(-1)) 0,605208  -0,009044  -0,05987  -0,076807
[4.91838]  [-0.27740]  [-0.18299] [-0.48230]
LOG(Y(-2)) 0,326606 0,02391 -0,408086  0,136118
[250233] [0.69138]  [-1.17590] [0.80582]
LOG(HICP(-1)) -1,17358 1,232208  0,847003  0,096972
[-2.79091]  [11.0595]  [0.75756] [0.17819]
LOG(HICP(-2)) 1,215173 -0,30795 -0,084698 -0,446336
[2.95057] [-2.82206]  [-0.07735] [-0.83740]
LOG(UN(-1)) -0,158965 0,02381 1,39361 0,082617
[-3.06139] [1.73056]  [10.0938] [ 1.22939]
LOG(UN(-2)) 0,109049 -0,016726 -0,552377 0,02823
[2.36636]  [-1.36983]  [-4.50810] [0.47333]
CAY(-1) 0,036081 -0,057348 -0,103511 0,02596
[0.36055]  [-2.16286]  [-0.38902] [0.20044]
CAY(-2) 0,186523 -0,034797 0,181913 0,189718
[1.82187] [-1.28278]  [0.66826] [1.43184]
C 0,717113 0,145868 2,171612 0,537802
[1.26430] [0.97060]  [1.43993] [0.73263]
D(LOG(OILP)) 0012169  0,004824  -0,055458  -0,007592
[1.26628]  [1.89445]  [-2.17030] [-0.61038]
D(LOG(Y_EURQ)) 1,004911 0,124158 -0,043749 -0,843982
[3.35101] [1.56258]  [-0.05487] [-2.17461]
@TREND -0,000301 0,00031 -0,002576  0,001175
[-0.70024]  [2.72515]  [-2.25648] [2.11554]
R-squared 0,992117 0,999486 0,996495 0,923763
Adj. R-squared 0,990568 0,999385 0,995806 0,908788
Log likelihood 888,0574
Akaike information criterion -24,70757
Schwarz criterion -23,14086

t-statistics in [ ]
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Table 3.2: Vector Autoregression Estimates of Model 2

LOG(Y) LOG(P) LOG(GB10Y) LOG(UN) LOG(XY)

LOG(Y(-1)) 0,697925  -0,000717 0,575414 -0,329393  0,615996

[4.77539] [-0.00763] [ 0.42115] [-0.92761] [ 1.02575]

LOG(Y(-2)) 0,287891 0,161948 -1,68069 -0,168983 -0,276765

[ 1.94743] [1.70386] [-1.21612] [-0.47046] [-0.45562]

LOG(P(-1)) 0,359986 0,465311 2,069688 -0,479129  0,156621

[1.77963] [3.57778] [ 1.09447] [-0.97487] [ 0.18843]

LOG(P(-2)) -0,403488 0,266761 -0,372432 1,095765 -0,162081

[-2.19786] [ 2.26005] [-0.21701] [ 2.45662] [-0.21486]

LOG(GB10Y(-1)) -0,016466 -0,005663 1,252973 0,036951 0,085746

[-1.30043] [-0.69567] [ 10.5854] [1.20113] [1.64812]

LOG(GB10Y(-2)) 0,005111 0,01615 -0,524833 -0,021722  -0,060679

[0.39145] [1.92387] [-4.29995] [-0.68475] [-1.13106]

LOG(UN(-1)) -0,131473  0,066078 1,325927 1,159101  -0,159131

[-2.19561] [1.71634] [ 2.36861] [ 7.96692] [-0.64675]

LOG(UN(-2)) 0,156524  -0,063848 -1,448717 -0,287267  0,350436

[2.71085] [-1.71989] [-2.68388] [-2.04767] [ 1.47705]

LOG(XY(-1) -0,058653  0,000834 0,477442 -0,038431 0,679811

[-1.84307] [ 0.04078] [ 1.60483] [-0.49703] [5.19879]

LOG(XY(-2)) 0,021048 0,00721 -0,239571 -0,047597 0,0277

[0.67572] [0.36001] [-0.82270] [-0.62890] [0.21641]

C 0,430025 -0,622466 4,602551 3,261287  -3,269104

[0.67876] [-1.52814]  [0.77710]  [2.11866] [-1.25578]

@TREND -0,000114  0,000868 -0,005128 -0,000959 -0,000147

[-0.28663] [ 3.39527] [-1.37952] [-0.99305] [-0.09013]

R-squared 0,990731 0,994072 0,958993 0,996559 0,944671

Adj. R-squared 0,98891 0,992908 0,950939 0,995883 0,933803
Log likelihood 793,1515
AIC -21,56328
Schwarz criterion -19,60489

t-statistics in [ ]
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3.2.2 Granger Causality Analysis

Our estimation results provide evidence which supports the existence of a short run
relationship among the variables. In order to verify this correlation we perform Granger
Causality Tests, which are presented in Tables 4.1 and 4.2 for each model correspondingly.
Particularly, we test the null hypothesis that there is no Granger Causality relationship in the
system, for the above two VAR models. For each equation in the VAR models, the tables
display (Wald) statistics for the joint significance of each and of all other lagged endogenous
variables in that equation. Consequently, the results obtained from the VAR models, are

confirmed as well in the Granger Causality analysis.

Table 4.1: Pairwise Granger Causality Tests-Block Exogeneity Wald Tests

Dependent variable: LOG(Y)
Excluded

LOG(HICP)

LOG(UN)

CAY

All

Dependent variable: LOG(HICP)
Excluded

LOG(Y)

LOG(UN)

CAY

All

Dependent variable: LOG(UN)
Excluded

LOG(Y)

LOG(HICP)

CAY

All

Dependent variable: CAY
Excluded

LOG(Y)

LOG(HICP)

LOG(UN)

All

Chi-sq
8,775928
9,49817
3,611581
38,75431

Chi-sq
0,821575
3,014998
6,930216
23,33428

Chi-sq
6,384426
7,473642

0,55248
13,15319

Chi-sq
0,795416
7,114945
9,022773
27,18595

Prob.
0,0124
0,0087
0,1643

0

Prob.
0,6631
0,2215
0,0313
0,0007

Prob.
0,0411
0,0238
0,7586
0,0407

Prob.
0,6719
0,0285

0,011
0,0001
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Table 4.2: Pairwise Granger Causality Tests-Block Exogeneity Wald Tests

Dependent variable: LOG(Y)
Excluded

LOG(P)

LOG(GB10Y)

LOG(UN)

LOG(XY)

All

Dependent variable: LOG(P)
Excluded

LOG(Y)

LOG(GB10Y)

LOG(UN)

LOG(XY)

All

Dependent variable: LOG(GB10Y)
Excluded

LOG(Y)

LOG(P)

LOG(UN)

LOG(XY)

All

Dependent variable: LOG(UN)
Excluded

LOG(Y)

LOG(P)

LOG(GB10Y)

LOG(XY)

All

Dependent variable: LOG(XY)
Excluded

LOG(Y)

LOG(P)

LOG(GB10Y)

LOG(UN)

All

Chi-sq
4,906441
2,777799
8,710586
4,700071
41,05808

Chi-sq
10,39165
5,528191
3,031553
0,371078
33,01018

Chi-sq
2,83311
3,448951
7,501151
2,972298
17,3361

Chi-sq
6,578263
11,67087
1,631372
2,705687
27,73622

Chi-sq
1,67758
0,046173
2,796295
7,728496
14,47257

df

o NN DNDN

Prob.
0,086
0,2493
0,0128
0,0954
0

Prob.
0,0055
0,063
0,2196
0,8307
0,0001

Prob.
0,2425
0,1783
0,0235
0,2262
0,0268

Prob.
0,0373
0,0029
0,4423
0,2585
0,0005

Prob.
0,4322
0,9772
0,2471

0,021
0,0702
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3.2.3 Cointegration Analysis

Although the VAR results provide information about the short-run relationship
between the macroeconomic variables, nevertheless we do not know what their long-run
behaviour is. The VECM not only gives an answer to the question of whether the short-run
relationship of the variables is persistent, but also allows us to perform forecasting.

The estimation of the VECM requires first to test for the existence of cointegration.
We follow the Johansen and Juselius (1990, 1992) approach which is based on canonical
correlations. As we determine that the number of lags is two in the above VAR models then
we should impose actually one lag in the VECM, in the cointegration test. The results are

presented in Tables 5.1 and 5.2 for each model respectively.

Table 5.1: Johansen Cointegration Test for Model 1
Trend assumption: Linear deterministic trend (restricted)
Series: LOG(Y) LOG(HICP) LOG(UN) CAY
Exogenous series: D(LOG(OILP)) D(LOG(Y_EURQ))
Warning: Critical values assume no exogenous series
Lags interval (in first differences): 1 to 1

Unrestricted Cointegration Rank Test (Trace)

Hypothesized Trace 0.05
No. of CE(s) Eigenvalue Statistic Critical Value  Prob.**
None * 0,604983 119,4953 63,8761 0
At most 1 * 0,410417 56,33511 42,91525 0,0014
At most 2 0,16465 20,40796 25,87211 0,206
At most 3 0,113268 8,174421 12,51798 0,2378

Trace test indicates 2 cointegrating eqn(s) at the 0.05 level

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

Hypothesized Max-Eigen 0.05
No. of CE(s) Eigenvalue Statistic Critical Value  Prob.**
None * 0,604983 63,16021 32,11832 0
Atmost 1* 0,410417 35,92715 25,82321 0,0017
At most 2 0,16465 12,23354 19,38704 0,3937
At most 3 0,113268 8,174421 12,51798 0,2378

Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values
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Table 5.2: Johansen Cointegration Test for Model 2

Trend assumption: Linear deterministic trend (restricted)
Series: LOG(Y) LOG(P) LOG(GB10Y) LOG(UN) LOG(XY)
Lags interval (in first differences): 1 to 1

Unrestricted Cointegration Rank Test (Trace)

Hypothesized Trace 0,05
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**
None * 0,530589 136,6277 88,8038 0
Atmost 1* 0,37613 85,20094 63,8761 0,0003
At most 2 * 0,301252 53,11769 42,91525 0,0036
At most 3 * 0,245541 28,74202 25,87211 0,0214
At most 4 0,131444 9,582758 12,51798 0,1474
Trace test indicates 4 cointegrating eqn(s) at the 0.05 level
Unrestricted Cointegration Rank Test (Maximum Eigenvalue)
Hypothesized Max-Eigen 0,05
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**
None * 0,530589 51,42675 38,33101 0,001
At most 1 0,37613 32,08325 32,11832 0,0505
At most 2 0,301252 24,37567 25,82321 0,0767
At most 3 0,245541 19,15926 19,38704 0,0539
At most 4 0,131444 9,582758 12,51798 0,1474

Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level

* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

Table 5.1 suggests that, taking into account the Trace Statistic and the Maximal
Eigenvalue Statistic, we identify the existence of two cointegrating relationships in the four-
variable VAR with two exogenous variables at the 5%. Regarding Table 5.2, the Trace
Statistic indicates the existence of four cointegrating relationships while the Maximal
Eigenvalue Statistic of one cointegrating equation. Taking into consideration the Maximal

Eigenvalue Statistic we proceed with one cointegrating equation at the 5% in the five variable

VAR.

As a result, since both models exhibit two and one cointegrating relationships between
the variables respectively, we move a step further for the estimation of two VEC models which

require not only the variables to be linked in the short run, but to be related in the long run via

the existence of cointegration.
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3.2.4 Vector Error Correction Estimation

In this section we estimate a VECM model based on the four-variable VAR model
with two exogenous variables in which we identify two cointegrating relationships. The
specification of the first model follows:

AY, =t +a, (C +Ct +CY, , +C, Py +CU, +Cgcay, ) +a, (d; +d,t+dyy, , +d, p, +dgu,, +dcay,, )+
+LLAY, , + BLAP,, + BAU, , + fAcay,  + BAoil + B Ay + &)

AP, =ty + 0y, (G, +Cot +C Y,y +C, Py +CUy, +CgCaY, )+ ay, (dy +d,t+d,y,, +d, p, +dsu,_, +dgcay, )+
+L,AY, 1 + PP, 1 + PosAU, , + BoACaY, ; + BrsACil + B, Ay + &f

AU, = gty + @y (€ +Cot +C3 Y,y +C, Py +Colly_y +CeCay, ; )+ g, (d; +d,t+dyy,, +d, p, +dgu_, +dgcay, )+
+L,AY, 4 + B AP, ., + LasAU,  + Bo,ACaY,  + Lo AOIl, + B Aye "+,

AcaY, = 11, + 0ty (C, +Ct +CyY,_y +Cy Py + Gl +CeCay, )+, (d;, +d,t+d,y,, +d, p, +dgu,_, +dscay, )+

+IB4lAyt—l + ﬂ42Apt—l + 1843Aut—1 + ﬂ44Acayt—l + 1845A0| It + ﬂ46Ayteuro +gtca

The VECM results are presented in Table 6.1. The two cointegrated equations
summarize the long run behavior of the variables. The unemployment rate is related negatively
with real GDP and HICP while the current account to GDP ratio is related positively with real
GDP and negatively with HICP.

19



Table 6.1: Vector Error Correction Estimates of Model 1

Cointegrating Eq CointEql CointEqg2
LOG(Y(-1)) 1 0
LOG(HICP(-1)) 0 1
LOG(UN(-1)) 0.784695 0.036816
[ 6.78376] [ 0.85099]
CAY(-1) -1.662007 0.727937
[-1.93641] [2.26765]
@TREND(00Q1) 9.00E-05 -0.003584
[0.06183] [-6.58113]
C -13.05792 -4.416736
Error Correction D(LOG(Y)) D(LOG(HICP)) D(LOG(UN)) D(CAY)
CointEql -0.072544 0.013726 -0.135727 0.192264
[-2.10719] [1.51143] [-1.42668] [ 4.32843]
CointEqg2 0.043293 -0.074053 0.452494 -0.47601
[0.44862] [-2.90892] [1.69681] [-3.82304]
D(LOG(Y(-1))) -0.3 -0.029162 0.146206 -0.214802
[-2.42101] [-0.89212] [ 0.42697] [-1.34351]
D(LOG(HICP(-1))) -1.544092 0.385542 1.491248 0.659268
[-4.09692] [3.87778] [1.43183] [ 1.35574]
D(LOG(UN(-1))) -0.120432 0.018839 0.683838 0.013492
[-2.89020] [ 1.71385] [ 5.93876] [ 0.25095]
D(CAY(-1)) -0.132198 0.022421 -0.477602 -0.251188
[-1.35077] [0.86842] [-1.76594] [-1.98922]
C 0.005877 0.002719 -0.001693 0.000748
[ 2.43946] [4.27881] [-0.25438] [ 0.24056]
D(LOG(OILP)) 0.010899 0.005182 -0.058454 -0.010268
[1.12672] [ 2.03082] [-2.18684] [-0.82271]
D(LOG(Y_EURO)) 1.182096 0.084 -1.038706 -1.057143
[4.23101] [1.13972] [-1.34537] [-2.93262]
R-squared 0.582659 0.747873 0.596446 0.501241
Adj. R-squared 0.52607 0.713686 0.541727 0.433613
Log likelihood 877.8534
AIC -24.46628
Schwarz criterion -22.96485

t-statistics in [ ]
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Then we estimate a VECM model based on the five-variable VAR model in which we
identify one cointegrating relationship. The VECM for model 2 follows:

AY, =ty + oy (€, +C,t +CY,y +Cy Py +Cslly_y +CoGb, +Crexy, )+

+ﬂllAyt—1 + IBlZApt—l + ﬂlSAut—l + 1814Agbt—1 + ﬂlSAeth—l + gty

AP, = 1, + 0, (C +Ct +CyY,_y +C, Py +CsU_; +Coab,_, +Cexy, )+

+ B0 AY, o + PPy + oAU,y + B, AQD,  + Bos Xy, +&f

Aut = lu3 + a3 (Cl + C2t + CS yt—l + C4 pt—l + CSUt—l + CG gbt—l + C7exyt—1 ) +

+ﬂ31Ayt—1 + ﬂ32Apt—l + ﬁSSAut—l + ﬂ34Agbt—l + 1835Aexyt—l + gtu

Agbt = /u4 + c¥4 (Cl + CZt + C3 yt—l + C4 pt—l + C5ut—1 + Cegbt—l + C7exyt—1) +

+ﬂ4lAyt—l + ﬁ42Apt—l + ﬁ43Aut—l + ﬂ44Agbt—l + ﬁ45Aeth—l + gtgb

Aexyt = /u5 + 0[5 (Cl + C2t + CS yt—l + C4 pt—l + C5ut—l + Cegbt—l + C7exyt—l) +
+ﬁ51Ayt—l + ﬁSZApt—l + ﬁ53Aut—l + ﬂS4Ag bt—l + ﬂSSAeth—l + gtexy
The VECM results are presented in Table 6.2. The one cointegrated equation indicates
that the deflator is related positively with real GDP while the unemployment rate, the ten-year
government bond and the exports to GDP ratio are related negatively with real GDP.
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Table 6.2: Vector Error Correction Estimates of Model 2

Cointegrating Eq CointEql
LOG(Y(-1)) 1
LOG(P(-1)) -1,778726
[-8.62352]
LOG(GB10Y(-1)) 0,015208
[ 0.60397]
LOG(UN(-1)) 0,070384
[ 1.63886]
LOG(XY(-1)) 0,098503
[1.27477]
@TREND(00Q1) 0,004907
[ 3.75484]
C -3,548537
Error Correction D(LOG(Y)) D(LOG(P)) D(LOG(GB10Y)) D(LOG(UN)) D(LOG(XY))
CointEql 0,058269 0,138054 0,156525 -0,154519 -0,29327
[1.58268] [6.26711] [0.46263] [-1.68071] [-1.96214]
D(LOG(Y(-1))) -0,147014 -0,166094 1,093608 0,209993 1,013592
[-0.96870] [-1.82916] [0.78414] [ 0.55411] [1.64514]
D(LOG(P(-1))) 0,415917 -0,231596 1,75416 -0,461335 0,005733
[2.26557] [-2.10846] [ 1.03977] [-1.00633] [ 0.00769]
D(LOG(GB10Y(-1))) -0,018992 -0,007706 0,40438 0,055266 0,076764
[-1.45237] [-0.98491] [ 3.36509] [ 1.69249] [ 1.44602]
D(LOG(UN(-1))) -0,12005 0,091752 0,950694 0,532172 -0,012826
[-2.33338] [2.98060] [ 2.01076] [4.14220] [-0.06141]
D(LOG(XY(-1))) -0,048192 -0,006526 0,237216 -0,019486 -0,054015
[-1.56514] [-0.35423] [ 0.83834] [-0.25343] [-0.43211]
C -0,000303 0,003433 -0,017445 0,005684 0,004289
[-0.16967] [3.20845] [-1.06142] [1.27271] [ 0.59075]
R-squared 0,409783 0,419242 0,280693 0,53396 0,098995
Adj. R-squared 0,351729 0,362118 0,209942 0,48812 0,010372
Log likelihood 750,551
AIC -20,86915
Schwarz criterion -19,53091

t-statistics in [ ]
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3.2.5 Variance Decomposition Analysis

Using the estimated models, which provide information for the long-run relationship
of the variables, we perform Variance Decomposition Analysis which is a way to characterize
the dynamic behavior of the models. Table 7.1 suggests that in the long run, the variation of
real GDP depends also on shocks to other variables. Specifically, this percentage increases
through time and, in the last period, about 42% of the total change on the variance is due to
the rest variables. A similar situation holds for the rest variables with a notable impact on
current account to GDP ratio.

Table 7.1: Variance Decomposition Analysis of Model 1

Period Variance Decomposition of: LOG(Y) LOG(HICP) LOG(UN) CAY
depending on: LOG(Y) LOG(HICP) LOG(UN) CAY

1 100.00 80.59 80.60 86.62
2 86.41 72.18 77.44 76.94
3 78.34 67.07 73.82 61.76
4 71.59 63.58 70.45 50.19
5 67.50 61.81 67.97 42.00
6 64.37 61.07 66.21 36.19
7 62.13 60.90 64.99 31.99
8 60.33 60.95 64.09 28.62
9 58.90 60.99 63.41 25.94
10 57.72 60.83 62.87 23.74

The dynamic behavior of the second model is similar to that of the first. More
specifically, Table 7.2 indicates that the impact on variance decomposition of the GDP
deflator from other variables is very strong. Through time, the influence increases and in the
last period, 52% of the variation of GDP deflator is due to the other variables. Regarding the
unemployment rate, the impact on its variation from the rest variables increases reaching a
level of 39% in the last period. Finally, the variation of the rest three variables, namely the
real GDP, the ten-year government bond and the exports to GDP ratio, depends also on shocks
to other variables on average 15%-20% during the last period.

Consequently, in the long run, the link between the variables becomes more
significant, since the variation of a variable is due not only to own, but to shocks from other

variables too.
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Table 7.2: Variance Decomposition Analysis of Model 2

Variance Decomposition of: LOG(Y) LOG(P) LOG(GB10Y) LOG(UN) LOG(XY)

Period depending on: LOG(Y) LOG(P) LOG(GB10Y) LOG(UN) LOG(XY)
1 100,00 86,65 93,16 80,90 97,88
2 93,20 73,52 90,77 79,78 93,36
3 89,74 69,60 87,97 76,11 92,32
4 87,40 67,78 85,76 72,82 92,00
5 85,35 65,83 84,14 70,07 91,48
6 83,71 63,64 82,97 67,67 90,86
7 82,42 60,97 82,12 65,55 90,13
8 81,38 57,56 81,49 63,66 89,30
9 80,52 53,38 81,03 61,96 88,35
10 79,80 48,61 80,69 60,40 87,32

3.2.6 Forecasting Performance

The VECMs are used to produce medium-term forecasts for main macroeconomic
variables. According to the estimated models, we make forecasts for the endogenous variables
for the next two years (eight quarters). Regarding the first model, we need to obtain forecasted
values for the two exogenous variables, namely the oil prices and the real GDP of Eurozone.
For this reason, we examine alternative univariate autoregressive models for each one of the
two variables and choose the model with the minimum root mean squared error. So, for oil
price we estimate an AR(3) specification while for the real GDP of Eurozone an AR(2) model.
Then, we may estimate their eight-quarter ahead forecasts and use them in order to estimate
the forecasted values of the endogenous variables.

The estimated forecasts of the endogenous variables are presented in Tables 8.1 and
8.2 respectively. These tables display the average of the growth rate of the seasonally adjusted
real GDP, the growth rate of the HICP, the growth rate of the GDP deflator, the unemployment
rate, the current account to GDP ratio and the exports to GDP ratio. All values are annually
averages.

In a second stage, following Anderson et al (2002), we assess the forecasting
performance of the estimated VECMs. We estimate each model during the sample period
2000:1 to 2014:4 and make forecasts for the next eight quarters. Then we compare the
forecasted values with actual data for the periods 2015:1 to 2016:4 and compute the
corresponding RMSE criterion. These results are presented in the last raw of each table. We

may see that model 2 performs better in terms of real GDP.
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Table 8.1: Forecasts of Model 1

Unemployment Current
Real GDP HICP fatg account to
GDP ratio
Q1" (y-0-y) 0,39% 1,34% 22,60% -2,33%
Q2"(y-0-y) 0,82% 1,23% 21,47% 0,28%
2017 Qs(y-0-y) 0,76% 0,81% 20,70% -2,14%
Qu(y-0-y) 2,84% 0,61% 20,36% -1,88%
Average 1,20% 1,00% 21,28% -1,52%
Q1" (y-0-y) 2,62% 0,17% 20,07% -2,27%
Q2" (y-0-y) 2,41% 0,29% 19,85% -1,98%
2018  Qa(y-0-y) 1,75% 0,59% 19,67% -1,99%
Qu(y-0-y) 0,83% 0,85% 19,56% -1,87%
Average 1,90% 0,47% 19,79% -2,03%
RMSE 0,0144 0,0056 0,0278 0,0132
Note: RMSE stands for Mean Squared Error
* denotes realized values
y-0-y: with respect to the corresponding quarter of the previous year
Table 8.2: Forecasts of Model 2
GDP Government Unemployment Exports to
Real GDP deflator bond 10y rate GDP ratio
Q1" (y-0-y) 0,39% 0,70% 7,24% 22,60% 32,14%
Q2"(y-0-y) 0,82% -0,57% 6,11% 21,47% 32,29%
2017 Qs(y-0-y) 0,75% -0,15% 5,34% 20,80% 31,93%
Qa(y-0-y) 2,67% 0,29% 4,90% 20,32% 31,75%
Average 1,16% 0,07% 5,90% 21,30% 32,03%
Q1" (y-0-y) 2,82% 0,58% 4,64% 20,00% 31,69%
Q2"(y-0-y) 2,83% 1,70% 4,48% 19,78% 31,59%
2018  Qs(y-0-y) 2,61% 1,78% 4,38% 19,61% 31,52%
Qa(y-0-y) 2,17% 2,00% 4,31% 19,48% 31,46%
Average 2,61% 1,51% 4,45% 19,72% 31,56%
RMSE 0,0116 0,0097 0,16 0,0356 0,0595

Note: RMSE stands for Mean Squared Error
* denotes realized values
y-0-y: with respect to the corresponding quarter of the previous year
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4. Conclusion

This study has performed a forecasting exercise involving two time series datasets for
Greece. Due to the identification of cointegrating relationships in the variables, short-term
forecasts of GDP are estimated applying Johansen’s VECM estimation method using an
information set that proxies for the components of expenditure based GDP within an open
economy framework. For this purpose, the models are estimated using quarterly data on real
GDP, the GDP price deflator, HICP, unemployment rate, 10yr government bond rates, exports
to GDP ratio and the current account to GDP ratio over the sample period 2000:1 to 2017:2.
Then six quarters out of sample forecasts are generated under each model framework.
Moreover, we assess the forecasting performance of the estimated VECMSs estimating each
model during the sample period 2000:1 to 2014:4, making forecasts for the next eight quarters
and comparing the forecasted values with actual data. In addition to the forecasts, an effort is
made to examine the relationships among the variables.

Developing this research further could take into account the fact that the models
presented here are linear by their nature, and therefore fail to take into account nonlinearities
in the data. One of the responses to this problem within the literature has been the development
of DSGE models, which are capable of handling both structural changes, as well as
nonlinearities. The current trend in forecasting is dominated by the use of calibrated and
estimated versions of DSGE models that have been shown to produce better forecasts relative
to traditional forecasting methods in many cases (see, e.g, Zimmerman (2001)). Another
potential area to further develop the work presented here, could be to pool together the
information set into a panel of European countries. Within a panel VECM framework, the
predictive ability of a candidate variable within the information set could be explored for the
entire panel of countries. Analysis such as this may reveal potential interdependencies within

the European group of countries.
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